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Abstract of the contribution:  It is to evaluate the key issue#3 from two proposed view and also give a conclusion proposal 
1. Evaluation
For KI#3 in TR 23.748, 10 solutions were agreed as below.
	Soln#
	Title

	41
	#41: Network Information Provisioning using the IP path

	42
	#42: Providing selected radio information to an App requiring it

	43
	#43: Low Latency exposure API by using the distributed CAPIF framework feature

	44
	#44: Network Information Exposure to Local AF with Low Latency

	45
	#45: Using AS or NAS message notify UE's application layer

	46
	#46: Local NEF Deployment for network information exposure to Local AF with Low Latency

	47
	#47: User Plane based Network Information Provisioning

	48
	#48: QoS monitoring information exposure based on unstructured data transmission mechanism

	49
	#49: Network Information Provisioning to EAS with low latency based on User Plane

	56
	#56: Edge NEF based Network Information Provisioning



We propose to make conclusion taking into account the two views below.
View-1: notification of QoS information is good enough for application to be used for adjustment
As described in KI#3, the network information is provided to EC server so as to help application adjust its behaviour in real time. From our view, QoS related information is good enough to be provided because the application need not know the situation or specific detail in the network and all matters is whether the communication channel can guarantee the QoS as expected. Also expose other information may incur security/privacy issue.
Thus, we believe two kinds of parameters can be considered:
-    whether the GFBR can be guaranteed and the change of QoS parameters (i.e. 5QI, GFBR, MFBR) for a QoS flow;
-    whether the result of QoS monitoring for the latency of AN and CN connection.
View-2: the QoS information shall be reported to application (EC server or UE) in a very low latency so that it can use it to adjust its behaviour in time
As described in KI#3, the target services are video streaming, auto driving and as such real time services, so the varylow notification latency is required (e.g. in decades of ms) so that the EC server can react promptly and tell end user to adjust application behaviour in time. 
As we know OAM reporting costs a relatively long time as described in TS32.422 below, it is impossible to report the network information in extremely low latency as required bin KI#3. Probably using OAM to report is even much longer than current PCF/central NEF based solution. Therefore, OAM based solution cannot be pursued.
The time and the criteria when the Trace Records are sent to the TCE is vendor specific however if the Trace Session is deactivated, the Trace Records shall be sent to the TCE latest by 2 hours ( the exact time is FFS) after the Trace Session deactivation.
Using user-plane based UPF/Local NEF based solution can be a proper way to let EC server know the change of QoS information, then EC server may interact with UE to adjust something for end-user’s experience. Meanwhile, there is a solution using SMF to send network information to local NEF/EC server, it cost extra latency compared to just let UPF/local NEF send information to EC server directly. 
Besides, we believe using NAS to notify UE of QoS information is another proper way because it can let the UE to protect end user’s experience to the uttermost, after all the low notification latency for real time service is to avoid/reduce the effect of end user.  

Based on the two views above, we propose to 
1)  Conclude Soln#45 for normative work: using NAS to notify UE of GFBR can be guaranteed and the change of QoS parameters (i.e. 5QI, GFBR, MFBR) for a QoS flow;
2)  Conclude to leverage functionalities of Soln#46, #48, #49. We think the three solutions are complementary to realize the UPF sends QoS Monitoring information to EC server via Local NEF. Specifically:
Soln#46 is more focus on how to establish the association of relevant NFs; Soln#48 is more focus on how to use the correlation ID and unstructured data for transmission; Soln#49 is more focus on how to enhance the PCC rule (e.g. the trigger of local notification of QoS Monitoring (from UPF to Local NEF). 
2. Proposal
The following changes are proposed for solution#28 in TR.
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1)  Adopt Soln#45 to using NAS to notify the change of QoS. Specifically:
· For QoS flow with non-AQP, "GFBR can no longer be guaranteed" for a QoS flow (new impact)
· For QoS flow with AQP, Change in the QoS parameters (i.e. 5QI, GFBR, MFBR) for a QoS flow (already supported).

2)  Leverage Soln#46, #48, #49 to realize the UPF sends QoS Monitoring information to EC server via Local NEF. Specifically:
· Adopt Soln#46 for how to establish the association of relevant NFs; 
· Adopt Soln#48 for how to use the correlation ID and unstructured data for transmission; 
· Adopt Soln#49 for how to enhance the PCC rule (e.g. the trigger of local notification of QoS Monitoring (from UPF to Local NEF).
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